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Abstract

Machine Learning research has demonstrated that algorithmic risk assessments can
assist (or out-perform) judicial decisions in meeting some number of quantifiable
goals. Typically, these goals are phrased in terms of 1) minimizing risk to public
safety, 2) clinically treating a defendant to reduce their probability of recidivating or
3) guaranteeing some measure of group fairness across racial (or other group) belong-
ing. This paper situates calls for clinical interventions in a history of incapacitation
theory in criminology. It argues that evidence-based metrics used to demonstrate
successful clinical intervention or group fairness treat criminal risk as exogenous;
out of the control of judicial decision-makers. In reality, risk and recidivism are
deeply connected to a history of systemic criminal legal violence, and continue to
perpetuate that violence. An abolitionist approach to criminal risk does not celebrate
lowering an individual’s risk of recidivism, or jailing Black and white Americans at a
level proportional to their respective crime rates. Instead, it requires acknowledging
that the current measures of criminal risk are fraught, full stop. As an alternative,
we suggest focusing on reducing harm rather than criminal risk, which will always
excuse the organized, systemic violence carried out legally by the state.

1 Introduction

1.1 The Impulse to Throw Data/ML at Hard Problems

The advent and preliminary success of machine learning models has led to significant speculation and
excitement about applications. These algorithms are well-suited to problems that require prediction
of an unknown. In medicine, predictions may enable treatments that are more equipped to help
individual patients. In finance, predicting default can enable more profitable lending for banks. In
education, predicting student success can inform decisions in curricula, teaching, admissions and more.
The extensive set of unsolved problems in society naturally drives our excitement about innovation.
Accordingly, our impulse is to consider some of the most serious and impactful applications first.

Theorists, policy makers and practitioners have adopted the view that predictive algorithms can aid
vital public institutions that persistently under-perform. Many mention criminal legal decisions like
bail as an example of a flawed decision-system that could benefit from ML predictions [17,16]. Even
though there have been countless academics and community members who advocate against the use of
algorithmic decisions in criminal legal processes, developers of risk assessment tools were quick to
adopt much of the technical language from ML and Data Science research. As such, the ‘actuarial
impulse’ in criminal punishment [15]] has received a new surge of optimistic support and enthusiasm.

1.2 Data is used to develop and legitimize criminal legal decision processes

Looking at the way practitioners and developers refer to criminal risk assessments, we can get a sense
of how they are justified ideologically. In a practitioner’s guide for COMPAS, a widely used algorithm
developed by Northpointe, Inc., the company tries to describe the wide embrace of statistics and data:
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Statistically based risk/needs assessments have become accepted as established and
valid methods for organizing much of the critical information relevant for managing
offenders in correctional settings. Many researchers have concluded that objective
statistical assessments are, in fact, superior to human judgment. COMPAS is a
statistically based risk assessment developed to assess many of the key risk and
needs factors in adult correctional populations and to provide information to guide
placement decisions. [23] p1-2]

Sweeping statements about algorithms outperforming human predictions are cited as evidence for the
adoption of risk assessment tools. Similarly, emphasis on big data and academic research is used to
establish the reputation of risk assessment tools. The Public Safety Assessment (PSA) boasts its data-
driven development: “Researchers designed the PSA based on the largest, most diverse set of pretrial
records ever assembled—750,000 cases from nearly 300 jurisdictions. Based on a comprehensive
analysis of the data, researchers identified the nine factors that best predict pretrial risk™ [25].

Evidently, people are excited about using algorithms in high-impact fields. But the question remains:
are these algorithms being developed and adopted ethically? Innovations in highly impactful domains
may feel promising, but can cut dangerous corners, or have harmful unintended consequences. Where
some emphasize predictive accuracy or algorithmic simplicity over causal understanding, we see a
need to reconcile the complexity of the problem with the narrow scope of a predictive algorithm. To
deal with a highly complex and impactful problem like policing, bail or sentencing, researchers are
finding themselves needing to simplify and narrow their focus. People are fitting the problem to the
model, instead of fitting a model to the problem.

1.3 Contribution

We first review a recent push for applying ML predictions to bail, and a corresponding push-back
advocating clinical interventions in ML Fairness and Accountability literature. We contextualize this
debate within an older development in criminology from the principle of ‘risk’ to the more holistic
‘risk, needs and responsivity’ goals that underpin modern criminal treatment. In making this connection
we argue that clinical approaches to judicial decisions are compatible with, and grow out of, the theory
of incapacitation and risk principle that justify long prison sentences and tough-on-crime policy.

Second, we use a very simple toy statistical score-decision system to show that risk is not external
to criminal legal decision-making, and risk-based scoring systems can pass typical ‘fairness’ metrics
without acting in a way that remotely resembles fair institutional treatment.

Finally, we discuss how current methods developed under the auspices of ‘Fairness and Accountability
in Machine Learning’ can legitimize and perpetuate an understanding of risk as innate to the individual
and exogenous to the state. We conclude that the impulse to set measurable goals in CSS can
dangerously simplify complex socio-technical systems and in doing so can harm communities most
vulnerable to organized violence and organized abandonment [[12]].

2 A Literature that Cannot Decide its Goal

Recent literature on criminal legal decision-making focuses either on enhanced prediction capabilities
or on more sensitive and individually-catered clinical treatment.

2.1 Risk as a Prediction of the Future

Some leading researchers have encouraged predictive accuracy above meaningful causal inference in
these ‘high-impact’ fields [[17]. Others suggest simple linear regressions and rounding techniques for
complex decisions, even when such models do not carefully treat underlying relationships between
variables [[L6]. As a result, numerous papers demonstrate that algorithmic approaches to bail decision
can ‘out-perform’ unassisted judges on simple metrics like recidivism rates [[19].

Risk assessment developers and researchers who ‘validate’ these assessments similarly have used
statistical tests to establish a tool’s predictive accuracy and fair treatment of defendants. The Risk
Principle, a term used widely in criminology literature and research on risk assessment algorithms,
is the idea that defendants should be treated in a way that is commensurate with their level of risk to
public safety [21, [1]. While some have called into question whether criminal legal treatment should
ever be based off of a prediction of a future crime [13], it is notable how foundational the risk principle
is to decisions made in policing, pre-trial detention and bail, sentencing, and parole.



2.2 Risk as a Condition to be Treated

Departing from the predictive view of algorithmic risk assessment, a few authors have begun to
emphasize alternative goals that may sacrifice predictive accuracy. These include decision explainability
and transparency [4], group fairness [20, 18], and re-imagining criminal decisions as clinical [5].

The clinical view is encapsulated well in Barabas et al. [S]], which challenged the conventional treatment
of risk assessment as a prdictive policy problem. The paper instead draws attention to the treatment
effect of criminal intervention: “If machine learning is operationalized merely in the service of
predicting individual future crime, then it becomes difficult to break cycles of criminalization that are
driven by the iatrogenic effects of the criminal justice system itself” [S, p1]. Their central claim is that
treating risk-assessment as a prediction policy problem does not actually answer the question of how
we may be able to lower risk in the future: “Predictive risk assessments offer little guidance on how to
effectively intervene to lower risk”™ [, p10].

This clinical approach to criminal legal decision-making pushes back convincingly on the idea that risk
is an immutable characteristic that can be objectively predicted. However, it still clings to the idea that
criminal risk is a legitimate characteristic that can be measured and demonstrably reduced.

Clinical Approaches to Criminality are Not New

While identifying an important flaw in solely using predictive algorithms in criminal policy, clinical
treatment of criminal policy is not a new idea.

After statistical tools to predict criminal risk were introduced as early as 1928 [6], tough-on-crime
policies were often justified because criminals were seen as a risk to public safety [14]]. The underlying
‘risk principle’ was a theory in criminology that legal responses should be commensurate with the level
of risk that a defendant holds - an anticipation of future crime is a legitimate reason to cater a length of
sentence or bail decision.

A reform-minded push in criminology in the 1970s and 1980s, formalized first in 1990, advocated for a
‘risk-needs-responsivity’ framework that focused not only on static risk factors but on dynamic statuses
(employment, housing, etc) and on the specific responsiveness that a legal punishment might have on
the defendant [2]. Interestingly, the paper frames risk, needs and responsivity as guiding principles for
psychological classifications related to rehabilitation. From its inception, the idea of criminal legal
decisions as a matter of clinical treatment relied on having some meaningful measures that can be
shown to improve after intervention.

The influence of risk-needs-responsivity is evident in criminology. Risk assessment developers and
researchers have adopted language like “treatment” [} [13} 21] and “dosage” [22]]. These medical
terms’ use imply that there exists a fundamental, measurable level of risk that can be reduced by
interventions.

Therefore, criminal punishment-as-treatment is still compatible with (and premised on) the risk
principle. Theories that emphasize clinical treatment over predictions still rely on the designation
of criminality to determine interventions. Barabas et al. [3]] advocate what they see as an alternative
to predictive algorithmic risk assessment: “Rather than using machine learning for prediction, these
methods could be used to identify features that are highly predictive of recidivism, in order to inform
hypotheses on interventions (and their timing) that can then be tested using causal inference”. Indeed,
treatment methods share assumptions with theories of selective incapacitation that trace back to the
1980s - that criminal policy should anticipate future crimes, and intervene in a way that protects society
from potentially dangerous people [14]. These methods assume that outcome variables - namely,
recidivism - are objectively and equitably distributed. They assume that the designation of criminal
action itself is in some way fundamental, and that police officers, juries, judges, prison guards and
parole officers do not influence the labelling of people as criminals in problematic ways.

2.3 Risk as a benchmark for establishing fairness

Research in fairness and algorithmic accountability has directed significant attention to the the pos-
sibility of machine bias. Perhaps the most famous instance is the ProPublica-Northpointe debate
[3,110]. A ProPublica article in 2016 alleged that COMPAS is biased towards Black defendants, and
the algorithm’s developers at Northpointe published a response that defended the algorithm. Further
studies found that the two conflicting findings used different and largely incompatible definitions of
fairness [[18, 18, [7]]. Dieterich et al. [10] was considering whether the algorithm had different accuracy



levels across race groups, and Angwin et al. [3] was considering whether the false positive and false
negative misclassification rates were different across race groups.

Both studies, however, used some kind of 2-year rearrest rate as their ‘source of truth’ for recidivism.
Numerous analyses have pointed out that this outcome variable itself can be unfair, so predicting the
outcome in an unbiased way can still lead to unfair or unjust treatment [[11} [18]. Generally, this paper
aims to demonstrate that the underlying concept of criminal risk has problems. These problems concern
the very foundation of using risk assessment tools, and are not aided by incremental improvements to
some measure of bias or accuracy.

3 Faux Exogeneity in Socio-Technical Scoring

When the designation of criminality is historically or currently biased, a ‘fair’ determination of risk
will still exhibit those biases. In this section we aim to show formally that when the criminal label is
racist, so too are ‘perfectly unbiased, perfectly predictive’ assessments of future criminal risk.

Suppose we have some outcome variable Y that is a measure of recidivism. We have a criminal legal

system has a scoring system that takes information X about a defendant and predicts Yy = P(Y|X),
the risk of recidivism. The population can be split based on racial identity group g, where g ¢ X.

Calibration is a measure of fairness that aims to guarantee that race does not mediate the score’s
accuracy for defendants at a certain risk level. So, if a judge looks at a score, the defendant’s race will

not tell the judge any additional information: P(Y|Y) = P(Y|Y, g).

Equal Misclassification Rates aims to guarantee that defendants are misclassified as high-risk or
low-risk at equal rates across race group. F'PRy g = FPRy and FNRy g = FNRy.

Findings by Kleinberg et al. [[18] and others find that the metrics above are only satisfied in certain
unrealistic cases, including a ‘perfect prediction’ algorithm. When the score is perfectly indicative
of the underlying value (in this case, recidivism), the accuracy is 100% independent of race or group
belonging (which establishes calibration) and misclassification rates are always 0% and thus equal
across groups.

Now suppose that Y™ is somehow a function of race group g, or Y = f(g). It is not hard to understand
how the label Y may be racially mediated. If police officers are more likely to search a Black man,
then Black men will be more likely to be convicted of crimes generally, and therefore recidivism Y
would depend on group designation.

Even when the system allocates criminal labels in a racist way, a perfect prediction algorithm (even if
it doesn’t model race explicitly) would pass the above tests for algorithmic fairness. The point here is
that formal algorithmic fairness can be achieved for any scoring system, no matter what quantity is
being predicted or how the score is being used.

4 Discussion

This paper begins to look holistically and how risk and recidivism are invoked in criminal legal research.
More broadly, the inquiry can help expose the different ways that fairness and accountability studies in
ML may actually help to consolidate power through algorithmic decision-making. Routine audits and
fairness guarantees in scoring-decision systems are important, but can ignore the fact that the same
agent might be behind the scoring, labelling, and decisions.

Criminality is not something innate to an individual; it is not something that can be deduced from
somebody’s history or upbringing or genetics. It is instead a concept that is fully fabricated by the
dominant social forces, and can, quite possibly, be utterly dismantled [9].

Instead of guaranteeing some particular fairness metric to justify jailing Black and white Americans at
rates proportional to their crime rates, or to reduce recidivism by caging defendants for certain periods
of time, we should think more deeply and critically about our goals (see [24]). Criminalized behavior
is not the only type of violence that faces our society - the fully legal system of mass incarceration,
policing, and war are all violent and all cause harm. If we take aim at these highly organized, systemic,
legally protected forms of violence, we may more effectively serve people. Machines are very good at
learning when there is a quantifiable, well-defined goal. It is only through getting these goals right that
machines can help people.



Broader Impact

My hope is that this inquiry exposes some of the ways that ML research can miss the point when it
comes to people’s lived experiences. The discussion and analysis were specifically about the criminal
legal space; however, many of the findings are relevant to the use of high-impact ML algorithms in
many fields. In credit and medicine, for instance, risk determinations are premised on historical access
to resources (e.g. capital or medical attention), so when future triage decisions are made, risk-based
decisions will always exhibit the effects of historical decisions. None of these systems should treat risk
as exogenous or innate and should instead have the goal of minimizing harm.

More broadly, I want this line of inquiry to contribute to a reckoning about ‘Fairness and Accountability’
studies in machine learning. In the few years since this field came into popularity, we already see an
invasion of corporate interests pushing these concepts and studies in a decidedly not radical direction.
Auditing ML scoring algorithms to make sure that score allocation is commensurate with ‘base rates’
of different groups is not making AI/ML work for people. It does more to exonerate practitioners using
those algorithms to make decisions the way they always have. It is out of a deep belief that these fields
are not going in the right direction that I submit this paper. It is also the reason that I am greatly excited
about ‘Resistance AI’ as a field and community with some proximity and sway to NeurIPS.

Finally, because I truly have no idea what broader impact this or any research may have on people, I
want to use this venue to directly promote some mutual aid and organizational efforts that can directly
and more surely redirect resources into the hands of people who need it.

e For the Gworls https://www.artsbusinesscollaborative.org/asp-products/for-the-gworls-rent-
and-gender-affirming-surgery-fund/

e Survived and punished NY/Abolitionist Mutual Aid Fund
https://www.paypal.com/pools/c/8npGlwcui]

o Artist Relief Tree fund https://artistrelieftree.com/#donate
e Organizers Sex Worker’s Relief Fund https://gofundme.com/f/z6w8v5

e Violence Intervention Program (VIP  Mujeres) https://violence-intervention-
program.networkforgood.com/projects/12549-we-need-your-help-to-broaden-our-impact

e Bay Area Workers Support (BAWS) https://bayareaworkerssupport.org/take-action
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